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Abstract

This report explores the utilization of factor analysis and
clustering methods to predict stock price trends by ana-
lyzing financial data from listed companies. By applying
advanced statistical techniques to reduce dimensionality
and classify companies based on their financial health, the
study aims to provide investors with robust tools for mak-
ing informed decisions. Data from Baostock and various
financial indicators from the last quarter of 2023 were
analyzed to identify underlying relationships and group
companies into categories reflecting similar financial char-
acteristics. The findings suggest that specific financial
metrics can predict stock performance, aiding investment
strategies.
Keywords
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1 Introduction

1.1 Background Information

In the ever-evolving landscape of financial markets,
investors constantly seek reliable and sophisticated
methods to make informed decisions. Financial state-
ments, which encompass a company’s income state-
ment, balance sheet, and cash flow statement, provide
crucial insights into a company’s financial health and
performance. However, interpreting these statements
to make sound investment decisions can be complex

and challenging. This necessitates the development
of robust analytical tools to extract meaningful pat-
terns and provide clear investment recommendations.

Factor analysis and clustering methods have
emerged as powerful techniques in financial data anal-
ysis. Factor analysis helps in identifying underlying
relationships among various financial indicators, re-
ducing dimensionality, and highlighting the most in-
fluential factors affecting a company’s performance.
Clustering methods, on the other hand, allow for the
grouping of companies into distinct categories based
on their financial characteristics, facilitating easier
comparison and investment decision-making.

Previous research has extensively explored the use
of these methods in various domains. Studies have
shown that factor analysis can effectively reduce the
complexity of financial data, while clustering can re-
veal hidden patterns and groupings that are not im-
mediately apparent.

1.2 Research Objects

The primary objective of this study is to develop a ro-
bust framework for analyzing and classifying compa-
nies based on their financial health, which will serve
as a reliable tool for investors aiming to make in-
formed decisions. This framework will employ ad-
vanced statistical methods, particularly factor analy-
sis and clustering techniques, to systematically eval-
uate and categorize companies.

e Application of Factor Analysis and Clustering
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Figure 1: Industry Comparison: Average Earnings per Share
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Figure 2: Number of Companies in Each Industry

Methods for Company Rating Classification

e Provision of Investment Advice through Analysis
of Company Financial Statements

By achieving these goals, the study aims to bridge
the gap between complex financial data and action-
able investment strategies, thereby empowering in-
vestors with sophisticated, data-driven tools for bet-
ter decision-making.

1.3 Data Source

The data for this project is sourced from www.
baostock.com, a comprehensive platform that offers
financial data services. Through the Python API,
Treasure Data provides users with convenient ac-
cess to data, enabling them to retrieve historical and
real-time financial market information such as stocks,
funds, indexes, futures, and more.

We crawled data from this website, obtaining the
operation status of 5156 listed companies in China
for the fourth quarter of 2023, with a total of 6 sets

of data, approximately 40 50 columns in total. The
6 sets of data include:

e Quarterly earnings capability

Quarterly operating capability

Quarterly growing capability

Quarterly debt repayment capability

Quarterly cash flow

Quarterly Dupont index

1.4 Data Description

The dataset used in this study comprises various fi-
nancial and market indicators across multiple indus-
tries. Each column in the dataset provides specific
information about the companies and their perfor-
mance. A detailed description of the dataset columns
is provided in Table 6.


www.baostock.com
www.baostock.com

Figure 3: Data Distribution With Outliers

2 Exploratory Data Analysis

As Figurel shows, the prices and returns of stocks
show obvious fluctuation trends among different in-
dustries.

We selected three industries with the highest num-
ber of listed companies as representative examples
from the entire spectrum of industries. The sorted
results are illustrated in Figure 2. Therefore, we have
chosen Machinery, Chemical, and Pharmaceuti-
cal sectors for our analysis.

2.1 Outlier Detection

Outliers are defined using the Interquartile Range
(IQR) method, where the original data is divided into
two parts: normal data and outliers. It’s important
to note that outliers hold their own significance, war-
ranting special attention in the subsequent analysis
section. In this section, we present the distribution
of the three industries we selected earlier, both before
and after filtering out the outliers. The distributions
are illustrated in Figure 3 and Figure 4, respectively.

2.2 Variable Selection
2.2.1 Correlation Analysis

To explore the relationships among variables, we com-
puted the correlation coefficients between each pair
of variables. The correlation coefficients quantify the

strength and direction of linear relationships between
variables. We used the heatmap function from the
seaborn library to visually represent these correla-
tions in Figureb.

Correlation Matrix
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Figure 5: Correlation Matrix of Variables

After filtering out column pairs with correlation
coefficients greater than 0.6, we investigated whether
these pairs exhibit linear relationships. To do so, we
performed linear regression on each pair and plotted
the fitted curves in Figure6.



Figure 4: Data Distribution Without Outliers
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Figure 6: Linearity Check of Strong Correlated Vari-
ables

The analysis of these plots shows varying degrees
of linear and non-linear relationships among the fi-
nancial metrics.

Particularly notable are the very strong correla-
tions between ligShare and totalShare (R? = 0.95, p-
value < 0.05), and the significant impact of MBRev-
enue(log trasformed) on both ligShare and total-
Share, as indicated by their high R? values and very
low p-values. The inverse relationship between cur-
rentRatio and liabilityToAsset (R? = 0.51, p-value <

0.05), along with the strong, albeit non-linear, rela-
tionship between assetToEquity and liabilityToAsset
(R? = 0.82, p-value < 0.05), suggests complex dy-
namics in financial health indicators that are crucial
for financial analysis.

Each of these relationships, proven statistically sig-
nificant through their p-values, highlights specific ar-
eas where financial metrics interact significantly, in-
fluencing each other in predictable and important
ways that can be leveraged for financial planning and
risk assessment.

2.2.2 Comparisons with One-Way ANOVA

Next, we investigated which variables exhibit signifi-
cant differences in means among the three industries.
To accomplish this, we conducted one-way ANOVA
test.

ANOVA allows us to assess whether the means of
three or more groups differ significantly. The results,
presented in Table 1, reveal numerous financial indi-
cators with significant differences across industries.

Consequently, separate analysis and predictions are
warranted based on industry distinctions.

3 Data Analysis and Results

The same analysis process and methods can be con-
ducted on three industries, here we take chemicals as
an example to illustrate the detailed process. The



Table 1: Comparison of Financial Metrics Across Industries

Feature Chemical Pharmaceutical Machinery F-Statistic p-Value Significant
Mean Mean Mean
epsTTM 0.341 0.638 0.463 7.272 0.001***  Yes
liabilityToAsset  0.412 0.322 0.418 33.222 0.0%** Yes
currentRatio 2.429 3.632 2.619 18.663 0.0%** Yes
asset ToEquity 2.093 1.657 2.027 10.602 0.0%** Yes
YOYLiability 0.174 0.06 0.147 7.693 0.0%** Yes
dupontAssetTurn 0.651 0.504 0.485 40.073 0.0%** Yes
open__ dif -0.521 1.089 0.049 5.791 0.003** Yes
npMargin 0.028 0.026 0.054 1.114 0.329 No
netProfit 7.96E4-08 4.50E4-08 2.53E+08 1.976 0.139 No
MBRevenue 1.68E+10 6.20E+10 4.00E+10 2.412 0.09 No
totalShare 1.28E+09 7.87E+08 7.01E+08 2.871 0.057 No
ligaShare 1.03E+4-09 7.00E+08 5.88E+08 2.68 0.069 No
YOYEquity 0.059 0.11 0.088 0.904 0.405 No
YOYEPSBasic  -0.77 -0.296 -0.34 1.291 0.275 No
YOYNI -1.047 -1.553 -0.373 0.947 0.388 No
volume _dif 3.21E4-06 2.25E+06 1.95E4-06 0.799 0.45 No

Significance levels: ***p<0.001, “*p<0.01, "p<0.05

results of the other two industries can be seen in Ap-
pendix.

3.1 Factor Analysis

Regarding determining the factor dimension, we de-
termine the appropriate factor dimension by consid-
ering the proportion of the factor in interpreting the
total variance of the data set, as shown in the figure7.

[1]

Factor Analysis Results
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Figure 7: Factor Analysis Results

When the number of factors is 5, the cumulative
percentage of total explained variance reaches 0.667,
so it can be considered that the selection of factors
in this dimension can ensure the good explanatory
ability of the model.

Thus we can get the heatmap of factor loading ma-
trix, which displays the factor loadings of various fi-
nancial metrics against five identified factors. Each

cell’s color intensity and sign (positive or negative)
indicate the strength and direction of the association
between the variable and the factor.
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Figure 8: Factor Loading Heatmap

e Factor 1: Company Size

Strong Positive Loadings:  TotalShare and
LigaShare both have high loadings (0.99) on this
factor, suggesting that Factorl might represent
the total shares and floating shares of a company.
Moderate Positive Loading: MBRevenue with a
loading of 0.64 also supports the interpretation
that this factor relates to main business income
of a company.

e Factor 2: Corporate Risk



Strong positive loadings for liabilityToAsset (1)
and assetToEquity (0.79) suggest that this fac-
tor includes considerations of a company’s lever-
age and capital structure. Meanwhile, the strong
negative loading for currentRatio (-0.68) indi-
cates that this factor inversely relates to Factor
2, potentially supporting the interpretation that
this factor relates to a company’s risk.

e Factor 3: Corporate Profit Gain

Strong Positive Loadings: epsTTM(0.9), npMar-
gin (0.76) and netProfit (0.54) strongly load on
this factor, pointing to profitability and mar-
gins as defining elements. This factor likely cap-
tures aspects related to financial performance
and profit efficiency.

e Factor 4: Corporate Year-on-year growth

Strong Positive Loadings: YOYNI (0.96) and
YOYEPSBasic (0.91) indicate that this factor
represents year-over-year gains, reflecting growth
in net income and earnings per share, which are
critical for assessing year-to-year business per-
formance.

e Factor 5: Capital Turnover Rate

Strong Positive Loading:  dupontAssetTurn
(0.51) on this factor suggests it relates to how
efficiently a company utilizes its assets to gener-
ate sales, indicative of operational efficiency.

3.2 K-Means Clustering

In this section, we explore the process of identi-
fying the optimal number of clusters for k-means
clustering[2] through the evaluation of the silhouette
coefficient[3]. The silhouette score is a metric that
assesses how similar an object is to its own cluster
compared to other clusters. Essentially, a higher sil-
houette score suggests that clusters are well-defined
and distinct from each other.
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Figure 9: Silhouette Coeflicient of Chemical Industry

Figure 10 presents the silhouette coefficient curve,
which is instrumental in determining the optimal

cluster count. From the chart, it is evident that the
highest silhouette score is achieved when the num-
ber of clusters is eight. This peak suggests that eight
clusters provide the most distinct and well-separated
grouping according to the dataset’s inherent struc-
tures.

However, we chose k=4 as our clustering number
because the silhouette score at four clusters, while not
the peak, remains comparatively high. This indicates
that the clustering at this level still maintains satis-
factory quality. Unlike the sharp decline observed
after 8 clusters, the stability and performance at k=4
are comparatively better and provide a more mean-
ingful interpretation.

FigurelO is the scatter matrix diagram of factor
analysis and clustering results. The two populations
numbered 0 and 1 have been able to show a relatively
clear difference in the scatter distribution of the five-
factor combination. These two clusters show different
aggregation characteristics in the factor space, which
indicates that they can better classify the data into
unique categories according to the different values of
these five factors.

From Table 2, we observe the K-Means cluster cen-
ters for five factors.

e clusterl(ID = 0): Represent a stable, low-risk
investment option primarily due to their effec-
tive management and efficient capital utilization,
despite their smaller size and modest financial
gains.

e Cluster 2 (ID = 1): Companies in this cluster
are characterized by their smaller size and higher
risk but distinguish themselves with strong profit
performance despite challenges in capital effi-
ciency.

e Cluster 3 (ID = 2): Represents very large, estab-
lished businesses that, despite their significant
size and ability to generate profits, face chal-
lenges in terms of stock market performance and
capital efficiency.

e Cluster 4 (ID = 3): Companies in this cluster are
of approximately average size but are currently
facing a spectrum of challenges that place them
at moderate to high risk.

e cluster4(ID = 3): Companies are of approxi-
mately average size but are currently facing a
spectrum of challenges that place them at mod-
erate to high risk.
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Figure 10: Scatter matrix diagram of factor analysis and clustering results

Table 2: K-Means Cluster Centers of Five Factors

Cluster ID Factor 1 Factor 2 Factor 3 Factor 4 Factor 5
Company Size  Corporate Risk Profit Gain Annual Growth Turnover Rate

0 -0.1640 -0.9310 0.0399 0.7000 0.8085

1 -0.1535 0.8803 0.2909 0.2439 -0.0473

2 4.5766 -0.0405 0.4462 -0.1430 -0.1642

3 0.0181 0.5834 -1.4768 -1.2507 -0.1196

3.3 Multiple Linear Regression

In this part, we utilized Ridge regression to construct
a multiple linear regression model. Cross-validation
was employed to determine the optimal regulariza-
tion parameter (alpha). The selected alpha value was
then utilized to train the final Ridge regression model,
which was subsequently evaluated on the test set to
assess its predictive performance. The model’s ability
to generalize to new data was assessed using the mean
squared error (MSE). Here we get the best alpha as
300, and MSE as 780.33 for the current instance.

The final regression equation obtained is as follows:

y = —3.914z — 5.325x5 + 11.737x5 + 4.716 x 100z,
—3.664 x 107 %25 — 0.43226 + 9.572 x 10~y
—0.032z5 — 0.43629 + 3.488x10 + 0.86621;
—0.753x12 + 7.291x13 — 4.609214 + 13.390

A comparison between actual and predicted values
generated by our regression model, as illustrated in
Figure 11.

In the visualization, points where the predicted val-
ues exceed the actual values are distinctly marked in
red. This color coding facilitates easy identification
of overestimations by the model. Conversely, points
where the predicted values are less than or equal to



Table 3: Potential Stocks Information in Chemical Industry

Stock Code Company Name Opening Price X Opening Price Y
sh.600096 R 15.62 18.85
sh.600346 TBEAL 13.18 14.06
sh.601163 =HiehA 14.31 16.28
sh.603299 iFeaiii 8.53 8.85
sh.603599 I ) 14.50 14.62
sh.603639 TR /R 15.73 14.75
52.000707 PEAREL 8.01 7.01
$2.000822 LRI 6.84 6.64
52.002360 R T 7.25 6.25
$2.002986 FHE 15.61 13.85

the actual values are colored green. This color scheme
allows us to quickly assess the accuracy of the model’s
predictions relative to real-world outcomes.
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Figure 11: Actual vs Prediction Values

3.4 Potential Stock Comparison

To leverage the insights obtained from previous anal-
yses, including factor analysis, k-means clustering,
and multiple linear regression, we introduce the def-
inition of "potential stock" to support our stock
market predictions.

Here comes a novel definition: we define a "po-
tential stock" as a stock that exhibits characteris-
tics suggesting it may experience significant growth
or positive performance in the future.

The criteria for identifying potential stocks are as
follows:

1. The predicted price of the stock is higher than
the actual price

2. The return of the stock is positive overall (i.e.
higher than the red line, can only be screened,
not ranked)

3. Rank = Stock Yield * residual (residual between
yield and red line)

Thus potential stock candidates can be identified
based on the defined criteria. The detailed informa-
tion for these candidates is presented in Table 3.

The average gains for all stocks in the chemical
industry stand at -1.849, while for the recommended
stocks within this sector, it rises to +0.158. This
significant discrepancy underscores the reliability of
our definition for potential stocks.

The same analysis process was applied to the other
two industries. The results are presented in the Ap-
pendix under the section "Data Analysis Comple-
ments."

After gathering all the information, we calculated
the average gains for all stocks in a specific industry
and compared them with the recommended stocks
within the same sector. Figure 12 shows the compar-
ison of average returns for potential stocks versus the
overall industry.
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Figure 12: Comparison of Average Returns: Potential
Stocks vs. Overall Industry

From this figure, we can conclude that the poten-
tial stocks we selected significantly outperform the



average performance of other companies in their re-
spective industries.

4 Outlier Exploration

The above analysis is applicable to the type of com-
pany in general, but for some companies with less
common operating conditions (such as industry gi-
ants), such analysis may not be used. In this section,
we conduct a separate analysis of the outlier compa-
nies identified in the previous article and draw some
valuable conclusions.

4.1 Principle Component Analysis

After removing the outliers, the data approximately
follows a multivariate normal distribution; There-
fore, as previously mentioned, we employ factor
analysis for data reduction to identify the main
components.[4] In the case of outlier data, since there
is no clear distribution pattern, we use PCA for the
analysis. After filtering out the companies with out-
liers, we first use the elbow method to determine the
optimal number of clusters for PCA.

Elbow Method for Optimal k
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Figure 13: Elbow Method

From Figure 13 we can find that the decline rate of
inertia value at 4 is significantly slower, so we choose
4 number of clusters when implementing PCA.
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Figure 14: Pair-wise PCA Scatter Plot

Figure 14 displays multiple scatter plots that vi-
sualize data clusters using combinations of principal
components (PCs) obtained through Principal Com-
ponent Analysis (PCA). In all plots, each color rep-
resents a different cluster (Cluster 0, Cluster 1, Clus-
ter 2, Cluster 3), as indicated in the legend. These
visualizations are useful for examining how different
combinations of principal components can affect the
understanding of data structure and clustering.

To elucidate the underlying structure of the
dataset, an extraction of the constituent variables
for the four principal components obtained from
the Principal Component Analysis (PCA) was per-
formed. The methodology involved isolating and
identifying variables within each principal component
where the absolute weights exceeded a threshold of
0.3. This threshold was selected to ensure that only
the most influential variables, those with substantial
contributions to the direction and magnitude of the
components, were considered. A detailed table of
these variables is constructed to provide a clear view
of the components’ makeup, thereby offering insights
into the dominant dimensions of variance in the data.
Table 4 shows variables for each components.

Table 4: Principal Component Analysis Weights for
Selected Variables

Component Selected Columns Weights
PCA1 Components
netprofit 0.4050
totalShare 0.5318
ligaShare 0.4995
MBRevenue 0.5230
PCA2 Components
npMargin -0.4003
YOYNI -0.4935
YOEPSBasic -0.4449
asset ToEquity 0.3020
PCA3 Components
npMargin 0.3342
YOYNI -0.4831
YOEPSBasic -0.4865
asset ToEquity -0.4998
PCA4 Components
currentRatio -0.3103
Y OLiability 0.3444
open_ dif 0.7356
volume _dif 0.3443

The interpretation for each component:
PCA1: This component is heavily weighted by



'Net Profit,” "Total Equity,” ’Circulating Equity,” and
'Main Operating Income,” which collectively repre-
sent the overall volume of the companies. These vari-
ables are indicative of the firms’ fundamental eco-
nomic scale and operational scope, suggesting that
PCA1 captures aspects related to the size and core
financial health of the businesses.

PCAZ2: Composed of variables such as 'Net Sales
Profit Margin’ (-), 'Net Profit Year-on-Year Growth
Rate’ (-), 'Basic Earnings Per Share Year-on-Year
Growth Rate’ (-), and "Equity Multiplier’ (+). This
component signifies challenges in management effi-
ciency, an increasing financial burden, a decline in
revenue, and extensive reliance on financing. PCA2,
therefore, reflects underlying issues in operational
management and financial strategies that may hin-
der sustainable growth.

PCA3: This component includes 'Net Sales Profit
Margin’ (+), 'Net Profit Year-on-Year Growth Rate’
(-), ‘Basic Earnings Per Share Year-on-Year Growth
Rate’ (-), and "Equity Multiplier’ (-). It points to a
paradoxical scenario where companies are profitable
yet experiencing a decline in income for the quarter,
alongside limited financing options. PCA3 highlights
firms that, despite being profitable, face challenges
in revenue growth and financial leverage, indicating
a cautious or conservative approach in financial struc-
turing.

PCA4: Characterized by ’Current Ratio’ (-), "To-
tal Debt Year-on-Year Growth Rate’ (+), ’Stock
Price Increase’ (+), and "Trading Volume Increase’
(+). This component suggests that companies op-
erating with significant levels of debt are likely to
see short-term growth, possibly driven by speculative
trading or temporary market conditions. PCA4 can
be seen as reflecting a scenario where higher debt lev-
els are associated with aggressive growth strategies,
which may boost stock market performance in the
short run.

4.2 Identification strategy

Based on the interpretation of each component of
PCA, we propose the following identification strat-

egy:

1. Companies with PCA1 > 10 are categorized as
large-scale enterprises.

2. Companies meeting the criteria PCA3 > 0.5,
PCA2 < -1, and PCA4 > -0.5 are considered
as other well-performing companies.

This strategy provides a clear guideline for cate-
gorizing companies based on their PCA component

10

values, aiding in the analysis and interpretation of
their characteristics and performance. Implementing
above theory to chemical industry, we can get results
shown in Table 5.

Table 5: PCA Metric In Chemical Industry

code name Open Price Difference

PCA1 > 10
FEA L 0.81
FH [ 8.31
PCA3 > 0.5, PCA2 < -1, PCA4 > -0.5
FH [ 8.31
RS 5.80
KRR -1.83
JEBA Y -1.55
RHE A 16.19

This analytical method can also be applied to the
other two industries, with results detailed in the ap-
pendix.

5 Summary

The report details a comprehensive analysis of finan-
cial data from 5156 listed companies in China, fo-
cusing on their performance in the fourth quarter of
2023. The study employs factor analysis to reduce
the complexity of financial data and clustering meth-
ods to group companies based on similar financial
characteristics. This analytical approach is intended
to assist investors in understanding complex financial
data and making informed investment decisions.

Data Description and Source: Financial data
for the analysis was sourced from Baostock, encom-
passing various financial and market indicators across
multiple industries, with detailed performance met-
rics provided for each company.

Exploratory Data Analysis: Initial explo-
rations revealed significant fluctuations in stock
prices and returns across different industries. Out-
lier detection and variable selection through correla-
tion analysis were performed to refine the data for
subsequent analyses.

Factor Analysis: This technique helped identify
key factors affecting financial performance, which in-
cluded company size, corporate risk, profit gain, an-
nual growth, and capital turnover rate. The analy-
sis demonstrated how these factors could explain the
variance in financial data effectively.

Clustering (K-Means): The optimal number of
clusters for the data was determined using the silhou-
ette coefficient method. Clusters were then analyzed



to show how companies could be grouped based on
financial health and performance indicators.

Multiple Linear Regression: This model was
applied to predict stock price trends, using ridge re-
gression to optimize the fit and prevent overfitting.
The model’s predictive accuracy was evaluated based
on its performance against actual data.

Potential Stock Identification: Using the re-
sults from the regression model and cluster analysis,
potential stocks for investment were identified. These
stocks were predicted to outperform in their respec-
tive industries based on the analysis.

PCA and Outlier Analysis: Principal Compo-
nent Analysis (PCA) was used to further understand
the data structure, particularly for identifying and
analyzing outliers.

The findings illustrate the practical application of
statistical methods in financial analysis, offering in-
sights into the financial health and potential perfor-
mance of stocks in different industries. By leveraging
factor analysis, clustering, and regression models, the
study provides a robust framework for investors aim-
ing to make data-driven decisions in the stock market.
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6 Appendix

6.1 Data Description

The description of our data is shown in Table 6.

6.2 Data Analysis Complements
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Figure 15: Silhouette Coefficient of Machinery Indus-
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Actual vs. Predicted Values

o Predicted Values
250 y=x

200

Predicted Values

0 50 100 150 200 250
Actual Values
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Figure 19: Silhouette Coefficient of Pharmaceutical
Industry
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Column

Description

code
npMargin

netProfit
MBRevenue
epsTTM

totalShare
ligaShare

YOYEquity
YOYEPSBasic
YOYNI
liability ToAsset

currentRatio
asset ToEquity

YOYLiability
dupontAssetTurn

code name

Stock code, used to uniquely identify each stock.

Net profit margin, representing the percentage of net profit to
total revenue.

Net profit, the company’s after-tax profit.

Main business revenue, revenue from the company’s core business.
Earnings per share (trailing twelve months), measuring net profit
per share for shareholders.

Total shares, the total number of shares issued by the company.
Circulating shares, the number of shares that can be traded on
the market.

Year-over-year equity growth rate, the percentage increase in eq-
uity compared to the previous year.

Year-over-year basic earnings per share growth rate, the percent-
age increase in basic EPS compared to the previous year.
Year-over-year net income growth rate, the percentage increase in
net income compared to the previous year.

Debt-to-asset ratio, the percentage of total liabilities to total as-
sets.

Current ratio, the ratio of current assets to current liabilities.
Asset-to-equity ratio, the ratio of total assets to shareholder’s eq-
uity.

Year-over-year liability growth rate, the percentage increase in
liabilities compared to the previous year.

Dupont asset turnover, used to assess the efficiency of the com-
pany in generating revenue from assets.

Company name.

industry Industry, the category of industry the company belongs to.
open Opening price, the stock’s price at the beginning of the trading
day.
volume Trading volume, the number of shares traded during the trading
day.
Table 6: Description of the dataset columns
00 Actual vs. Predicted Values From Table 8, we observe that the PCA metric in
Predicted Values the pharmaceutical industry has a significantly neg-
y=x

300

[}
S
S

Predicted Values

=)
S

0 50

Figure 20: Actual vs Prediction Values of Pharma-

ceutical Industry

150 200 250 300 350

Actual Values

400

ative value. Upon further investigation, we identified
that this company is experiencing financial issues, as
depicted in Figures 21 and 22. Although our data
covers only one quarter, the selected training area
shows a temporary increase, while the overall trend
in the figures indicates a decline.
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Figure 17: Scatter matrix diagram of factor analysis and clustering results of Machinery Industry

Table 7: PCA Metric In Machinery Industry Table 8: PCA Metric In Pharmaceutical Industry
code name Open Price Difference code name Open Price Difference
PCA1l > 10 PCA1l > 10

EF % 1.57 *STR% -1.31

R LA 0.94 PCA3 > 0.5, PCA2 < -1, PCA4 > -0.5
PCA3 > 0.5, PCA2 < -1, PCA4 > -0.5 25 1,50

WL 6.12 ZEER Rl -105.43

AL BT 62.63 BREST 40.81

G:pksi -34.8 IBFREEST -9.14

e 0 P £ -7.99 #5M -6.83

TR 7.60

FATURFEIRBRIE T (Outliers)

BT AREK BRI AT 12 - R
57T - T RFEETL
5.38 - AR AT 104
54-- - TR AT
8 734
6.7
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Figure 18: Scatter matrix diagram of factor analysis and clustering results of Pharmaceutical Industry

Table 9: Potential Stocks Information in Machinery Industry

Stock Code Company Name Opening Prize X Opening Price Y
sh.600499 BhAHE 10.51 10.55
sh.600835 BtisyN:: 11.88 12.10
sh.603298 WX £ H] 24.73 27.60
sh.603611 N 18.93 19.22
sh.688057 EIR%E 14.22 11.51
sh.688556 e U A% 1y 38.94 30.95
$2.002353 S iiliveln 28.12 30.25
52.002564 *STRIK 3.92 3.89
$2.002595 S5 29.78 36.10
$2.002884 BEE 17.36 19.18

Table 10: Potential Stocks Information in Pharmaceuticals Industry

Stock Code Company Name Opening Prize X Opening Price Y
sh.600211 e 2 L 48.95 44.13
sh.600511 ESEs)ivalis 28.50 33.00
sh.600566 GENZglk 31.55 37.43
sh.603368 S| 18.90 21.20
52.000028 E 2 —Ek 29.02 30.74
52.000661 KB = 145.80 120.43
52.000915 IR 29.21 35.41
52.002393 TR 26.66 24.80
$2.002432 NEZEST 37.65 44.05
$2.002737 FTIHET 26.12 27.35
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Figure 21: Problems About Yirui Company
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Figure 22: Problems About Yirui Company
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